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Abstract

The paper provides a thorough investigation of Direct Loss Minimization (DLM), which optimizes the posterior to minimize predictive loss, in sparse Gaussian processes. For the conjugate case, we consider DLM for log-loss and DLM for square loss showing a significant performance improvement in both cases. The application of DLM in non-conjugate cases is more complex because the logarithm of expectation in the log-loss DLM objective is often intractable and simple sampling leads to biased estimates of gradients. The paper makes two technical contributions to address this. First, a new method using product sampling is proposed, which gives unbiased estimates of gradients (uPS) for the objective function. Second, a theoretical analysis of biased Monte Carlo estimates (bMC) shows that stochastic gradient descent converges despite the biased gradients. Experiments demonstrate empirical success of DLM. A comparison of the sampling methods shows that, while uPS is potentially more sample-efficient, bMC provides a better tradeoff in terms of convergence time and computational efficiency.

1 Introduction

Bayesian models provide an attractive approach for learning from data. Assuming that model assumptions are correct, given the data and prior one can calculate a posterior distribution that compactly captures all our knowledge about the problem. Then, given a prediction task with an associated loss for wrong predictions, we can pick the best action according to our posterior. This is less clear, however, when exact inference is not possible or when the model is misspecified. Variational inference, which is widely used, chooses the approximate posterior that minimizes the KL-divergence to the true Bayesian posterior, and equivalently maximizes a lower bound on the marginal likelihood. While these properties provide some intuitive justification, they do not immediately guarantee that the resulting approximation has good performance.

To address this, prior work, which is discussed in more details below, showed that (under some technical conditions) variational inference or some variants converge to the “best parameter setting” in the class considered, or has loss comparable to that parameter. These are strong guarantees but they do not show performance competitive with the “prediction resulting from the best posterior over parameters” in the class considered. The latter might use a broad posterior whose predictions are much better in some cases, so there is room for improvement either in better analysis of variational inference or in alternative algorithms.

As argued by several authors (e.g., Lacoste-Julien et al. (2011); Stoyanov et al. (2011)), when exact inference is not possible, it makes sense to optimize the choice of approximate posterior so as to minimize the expected loss of the learner in the future. This requires using the loss function directly during training of the model. We call this approach direct loss minimization (DLM).

1.1 DLM and Our Contributions

Motivated by these observations, in this paper we explore the potential of DLM to improve performance in practice, in the context of sparse Gaussian Processes (sGP), and in the process make technical contributions to the problem of gradient estimation for log-expectation terms.

To ground the discussion consider a model with latent variables $z$ and observations $y$, generating examples via
\[ p(z) \prod_i p(y_i | z_i). \] When calculating the posterior \( p(z | y) \) is hard, variational inference finds an approximation \( q(z) \) by maximizing the evidence lower bound (ELBO) or minimizing its negation:

\[
- \log p(y) \leq - \int q(z) \log \left( \frac{p(z)}{q(z)} \prod_i p(y_i | z_i) \right) dz = \sum_i E_{q(z)} [-\log p(y_i | z_i)] + \beta \int dKL(q(z) | p(z))
\]

where \( dKL \) is the Kullback-Leibler divergence, and \( \beta = 1 \) (but we discuss other values of \( \beta \) below). From this perspective variational inference is seen to perform regularized loss minimization, with \( dKL \) as the regularizer. But viewed in this manner the loss on example \( i \) is assumed to be \( E_{q(z)} [-\log p(y_i | z_i)] \) which is not the intended process for a Bayesian predictor. Instead, given a posterior, \( q(z) \), the Bayesian algorithm first calculates its predictive distribution \( q(y_i) = E_{q(z)}[p(y_i | z_i)] \), potentially calculates a prediction \( \hat{y}_i \), and then suffers a loss that depends on the context in which the algorithm is used. For the case of log-loss, where \( \hat{y}_i \) is not used, the loss term is \( -\log q(y_i) \). This suggests a new regularized direct-loss objective:

**LogLoss DLM objective**

\[
\sum_i -\log E_{q(z)}[p(y_i | z_i)] + \beta \int dKL(q(z) | p(z)).
\]

Comparing LogLoss DLM to the ELBO we see that the main difference is the log term which is applied before the expectation. On the other hand, if we care about square loss in the case of regression, the training criterion becomes

**squareLoss DLM objective**

\[
\sum_i (\hat{y}_i - y_i)^2 + \beta \int dKL(q(z) | p(z)).
\]

Other losses will similarly lead to different objectives, and hence different posteriors even when trained on the same dataset. This distinction is important. It is not required when performing exact Bayesian inference in correct models but it has practical implications with approximate inference. One of the contributions of this paper is to investigate this issue empirically and our experimental evaluation shows that this distinction is important in practice.

Applying log-loss DLM raises the difficulty of optimizing objectives including \( \log E_{q(z)}[p(y_i | z_i)] \) terms in cases when the expectation is not analytically tractable. The standard Monte Carlo estimate of the objective, \( \frac{1}{L} \sum_k p(y_i | z_i(k)) \), where \( z_i(k) \sim q(z_i) \) (or its reparameterized version) is biased leading to biased gradients — we call this approach bMC. We make two technical contributions in this context. The first is a new method, uPS, for unbiased estimates of gradients for objectives with log-expectation terms through Product Sampling. The method is general and we develop a practical version for the case when \( q(z_i) \) is Gaussian. Our second contribution is a theoretical analysis of bMC, showing that (under some technical conditions) stochastic gradient descent using bMC gradients converges despite the bias. bMC has been used in some prior work either explicitly or implicitly and therefore the result may be of independent interest.

An empirical evaluation in sGP for regression, classification and count prediction compares log-loss DLM, to ELBO, as well as \( \beta \)-ELBO (which explicitly optimizes the regularization parameter for ELBO). The evaluation shows that DLM is an effective approach which in some cases matches and in some cases significantly improves over the performance of variational inference and \( \beta \)-ELBO. Results comparing the sampling methods show that uPS is potentially more sample-efficient but bMC provides a better tradeoff in terms of convergence time and computational efficiency.

To summarize, the paper develops new analysis for sampling methods and optimization with log-expectation terms, shows how this can be incorporated in DLM for sGP, and shows empirically that DLM has the potential for significant performance improvements over ELBO.

## 2 ELBO and DLM for Sparse GP

In this section we review sGP and the development of ELBO and DLM for this model. The GP (Rasmussen and Williams, 2006) is a flexible Bayesian model capturing functions over arbitrary spaces but the complexity of inference in GP is cubic in the number of examples \( n \). Sparse GP solutions reduce this complexity to \( \mathcal{O}(M^2 n) \) where \( M \) is the number of pseudo inputs which serve as an approximate sufficient statistic for prediction. The two approaches most widely used are FITC (Snelson and Ghahramani, 2006) and the variational solution of Titsias (2009). The variational solution has been extended for large datasets and general likelihoods and is known as SVGP (Hensman et al., 2013, 2015; Sheth et al., 2015).

In sGP, the GP prior jointly generates the pseudo values \( u \) and the latent variables \( f \) which we write as \( p(u)p(f | u) \) and the observations \( y = \{ y_i \} \) are generated from the likelihood model \( p(y_i | f_i) \). Most previous works use a restricted form for the posterior \( q(u,f) = q(u)p(f | u) \) where \( q(u) = \mathcal{N}(m, V) \) is Gaussian and where the conditional \( p(f | u) \) remains fixed from the prior. Although sGP is slightly more general than the model discussed in the introduction a simi-
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Proposition 1. The estimate

$$\hat{G}(\theta) = \nabla_\theta \log q(f^{(l)}|\theta),$$

where $$f^{(l)} \sim q(f^{(l)}|\theta)$$ and $$\hat{q}(f|\theta) = \frac{q(f|\theta)p(y|f)}{E_{q(f|\theta)}p(y|f)}$$, is an
unbiased estimate of $$\nabla_\theta \log E_{q(f|\theta)} p(y|f).$$

Proof. The true derivative $$G(\theta) = \nabla_\theta \log E_{q(f|\theta)} p(y|f)$$ is given by

$$\nabla_\theta E_{q(f|\theta)} p(y|f) = \frac{G_n(\theta)}{E_{q(f|\theta)} p(y|f)}.$$

We next observe using [Williams, 1992] that $$G_n(\theta)$$ can be written as

$$G_n(\theta) = \mathbb{E}_{q(f|\theta)} \left[p(y|f) \nabla_\theta \log q(f|\theta)\right].$$

The expectation of (1) with respect to the sample $$f^{(l)}$$ is given by

$$\hat{q}(f^{(l)}|\theta) \nabla_\theta \log q(f^{(l)}|\theta)$$

$$= \int_{f^{(l)}} \left[\nabla_\theta \log q(f^{(l)}|\theta)\right] \frac{q(f^{(l)}|\theta)p(y|f^{(l)})}{C} df^{(l)}$$

$$= \frac{1}{C} \mathbb{E}_{q(f^{(l)}|\theta)} \left[p(y|f^{(l)}) \nabla_\theta \log q(f^{(l)}|\theta)\right] = \frac{G_n(\theta)}{C} = G(\theta),$$

where $$C = E_{q(f|\theta)} p(y|f),$$ and the second-to-last equality follows from the identity [3].

The derivation in the lemma is general and does not depend on the form of $$f$$. However, the estimate can have high variance and in addition the process of sampling can be expensive. In this paper we develop an effective rejection sampler for the case where $$f$$ is 1-dimensional and $$q(f) = N(\mu, \sigma^2)$$. We provide a sketch here and full details are given in the supplement. Let $$\ell(f) = p(y|f)$$. To avoid a high rejection rate we sample from $$h_2(f) = N(\mu, n^2\sigma^2)$$ with the same mean as $$q()$$ but larger variance. We optimize the width multiplier $$n$$ to balance rejection rate in the region between intersection points of $$q()$$ and $$h_2()$$ (where $$q()$$ is larger) and outside this region ($$q()$$ is smaller). It is easy to show that this gives a valid rejection sampler with $$K = \max \ell(f),$$ that is, $$h_2(f)K \geq q(f)\ell(f)$$. This construction requires separate sampling for each example in the dataset (or a minibatch) and significant speedup can be obtained by partly vectorizing the individual samples.
4 Convergence with Biased Gradients

This section shows that biased Monte Carlo estimates can be used to optimize the DLM objective. For presentation clarity, in this section we scale the objective by the number of examples $n$ to get $-\frac{1}{n} \sum_i \log E_{q(f_i)}[p(y_1|f_i)] + \beta \frac{1}{2} d_{KL}(q(\cdot), p(\cdot))$ \footnote{For the sparse GP case, the KL term is over the inducing inputs, whereas for the simpler model in the introduction, the KL term is over $f$.} where \( r := (m,V) \) and consider the univariate distribution \( q(f_i) := N(f_i | a_{i,1}^\top m + b_{i,1}, a_{i,1}^\top V a_{i,1} + b_{i,2}) \) for known vector \( a_{i,1}, a_{i,2} \) and scalar constants \( b_{i,1}, b_{i,2} \). This form includes many models including sGP. In the following, references to the parameter $V$ and gradients w.r.t. it should be understood as appropriately vectorized. We consider the reparameterized objective $h_i(r) = -\log E_{N(\epsilon|0,1)}[p(y_1|f_i) = g_i(r, \epsilon)]$ and its gradient

$$\nabla_r h_i(r) = -\frac{\partial E_{N(\epsilon|0,1)}[\phi_1(r, \epsilon)]}{\partial_{\epsilon}} p(y_1|f_i = g_i(r, \epsilon))$$

where $g_i(r, \epsilon) = \sqrt{a_{i,2}^\top V a_{i,2} + b_{i,2}} \epsilon + a_{i,1}^\top m + b_{i,1}$. Letting $\phi_i(r, \epsilon) := p(y_1|f_i = g_i(r, \epsilon))$, $\phi_i'(r, \epsilon) := \frac{\partial}{\partial \epsilon} \phi_i(r, \epsilon)$, and $\phi_i''(r, \epsilon) := \frac{\partial^2}{\partial \epsilon^2} \phi_i(r, \epsilon)$, the components of the gradient in (4) are

$$\nabla_m h_i(r) = -E_{N(\epsilon|0,1)} \phi_i'(r, \epsilon) a_{i,1},$$

$$\nabla_V h_i(r) = -E_{N(\epsilon|0,1)} \phi_i'(r, \epsilon) a_{i,2} a_{i,1}^\top 2 \sqrt{a_{i,2}^\top V a_{i,2} + b_{i,2}},$$

where the final equality holds under various conditions \cite{Sheth2009, Rezende2014, Opper2017}.

We consider the bMC procedure that replaces the fraction in the true gradients of the loss term with $(\sum_{k=1}^L \nabla_r p(y_1|f_i^{(\ell)}) / \sum_{k=1}^L p(y_1|f_i^{(\ell)}))$ where $f_i^{(\ell)} \sim q(f_i|\ell), 1 \leq \ell \leq L$. The corresponding bMC estimates of the gradients are

$$d_{i,m}(r) := \frac{\sum_{k=1}^L \phi_i'(r, \epsilon^{(\ell)}) a_{i,1}}{\sum_{k=1}^L \phi_i(r, \epsilon^{(\ell)})}$$

$$d_{i,v}(r) := \frac{\sum_{k=1}^L \phi_i''(r, \epsilon^{(\ell)}) a_{i,2} a_{i,1}^\top 2}{\sum_{k=1}^L \phi_i(r, \epsilon^{(\ell)})}$$

where \( \{\epsilon^{(\ell)}\}_{\ell=1}^L \) are drawn i.i.d. from $N(\epsilon|0,1)$. The main result of this section, given in Corollary \ref{prop:prop}, shows that it is safe to use (7), (8) instead of (5), (6), with a gradient descent procedure.

Our proof uses the following result from Bertsekas and Tsitsiklis \cite{Bertsekas1996} establishing conditions under which deterministic gradient descent with errors converges:

**Proposition 2** (Proposition 3.7 of Bertsekas and Tsitsiklis \cite{Bertsekas1996}). Let $r_t$ be a sequence generated by a gradient method $r_{t+1} = r_t + \gamma_t d_t$, where $d_t = (s_t + v_t)$ and $s_t$ and $w_t$ satisfy (i) $c_1 \|\nabla h(r_t)\| \leq -\nabla h(r_t)^\top s_t$, (ii) $\|s_t\| \leq c_2 \|\nabla h(r_t)\|$, and (iii) $\|w_t\| \leq \gamma_t (c_3 + c_4 \|\nabla h(r_t)\|)$ for some positive constants $c_1, c_2, c_3, c_4$. If \( \nabla h() \) is Lipschitz and $\sum_{t=0}^\infty \gamma_t < \infty$ and $\sum_{t=0}^\infty \gamma_t \gamma_t = \infty$, then either $h(r_t) \rightarrow -\infty$ or else $h(r_t)$ converges to a finite value and $\lim_{t\rightarrow\infty} \nabla h(r_t) = 0$.

Intuitively, condition (i) guarantees that the step is in roughly opposite direction of the true gradients and thus the objective is decreasing; condition (ii) bounds the relative magnitude of the step with respect to true gradients; condition (iii) bounds the norm of the error and thus bounds the negative impact of the errors so that the objective can converge to a stationary point.

The next condition is needed for the proof, and as shown by the following proposition it is easy to satisfy.

**Assumption 3.** There exist finite constants \( B, b', B', b'' \) such that $B \geq \phi_1(r, \epsilon) \geq 0$, $B' \geq \phi_1'(r, \epsilon) \geq b'$ and $B'' \geq \phi_1''(r, \epsilon) \geq b''$. Further, denote $B^* = \max\{B, |B'|, |B''|, b', b''\}$.

**Proposition 4.** Assumption \ref{ass:ass} holds for the likelihood models shown in Table \ref{table:table}.

The proof of the proposition is given in the supplement.

We can now state the main result of this section:

**Corollary 5.** Suppose Assumption \ref{ass:ass} holds. If for every $t$ and $i$, $E_{q(f_i|\ell)} p(y_1|f_i) \geq \zeta > 0$ and

$$L > \frac{\log(6n/\delta)}{2\gamma^2} M$$

where

$$M = \max \left\{ \frac{B^2}{|E_{N(\epsilon|0,1)} \phi_1(r, \epsilon)|^2}, \frac{(B' - b')^2}{P^2}, \frac{(B'' - b'')^2}{Q^2} \right\},$$

then with probability at least $1 - \delta$, bMC satisfies the conditions of the Proposition \ref{prop:prop} and hence converges.
Consider i.i.d. draws \( \{x^{(\ell)}\} \) from a random variable with mean \( \mu \neq 0 \) and support \([a, b]\). For \( \delta, \alpha \in (0, 1) \), if \( L > \frac{1}{2} \left( \frac{b-a}{\alpha \mu} \right)^2 \log \frac{2}{\delta} \), then, w.p. at least \( 1 - \delta \),
\[
\frac{1}{L} \sum_{\ell} x^{(\ell)} \text{ and } \mu \text{ have the same sign and } 0 < 1 - \delta \leq \frac{1}{L} \sum_{\ell} x^{(\ell)} \leq 1 + \alpha.
\]

**Proof.** First, assume \( \mu > 0 \). From Hoeffding’s inequality, we know that if the condition on \( L \) is met, then w.p. \( \geq 1 - \delta \), we have \( \mu - \alpha \mu \leq (1/L) \sum_{\ell} x^{(\ell)} \leq \mu + \alpha \mu \) from which the result follows. If \( \mu < 0 \), apply the same argument to the negation of the random variable. \( \square \)

The main ideas of the proof are as follows. Let \( s_t \) be the true gradient, then conditions (i), (ii) hold trivially with \( c_1 = c_2 = 1 \). Then we aim to bound the error \( w_t \). According to Lemma 6 for sufficiently large sample size \( L \), with high probability, \( \frac{1}{L} \sum_{\ell} \phi_i(r, e^{(\ell)}) \) and \( \frac{1}{L} \sum_{\ell} \phi_i(r, e^{(\ell)}) \) are close to \( E_{N(\epsilon(0), 1)} \phi_i(r, e) \) and \( E_{N(\epsilon(0), 1)} \phi_i(r, e) \), up to a factor of \( \alpha \). Looking back at \( (7) \) and \( (8) \) and using Assumption 3 we show that the error term can be bounded linearly in \( \alpha \). Finally we set the value of \( \alpha \) at iteration \( t \) to be \( \gamma_t \) to guarantee that the error decreases with iterations.

**Proof of Corollary 3** We first show that \( h \) has Lipschitz gradients. This follows from a generalization of the mean-value theorem applied to continuous and differentiable vector-valued functions (see e.g., Theorem 5.19 of *Rudin* (1976)). The Lipschitz constant will be equal to the maximum norm of the gradient over the domain and, in our case, will be finite when \( E_{q(f_i|\ell)} p(y_i|f_i) \geq \zeta > 0 \). Note that it is always the case that the expectation is 0 but we must assume a uniform bound for all \( t, i \).

Let \( d_t = s_t + w_t \) where \( s_t = -\nabla h(r_t) \) so that conditions (i),(ii) hold trivially with \( c_1 = c_2 = 1 \). We next develop the expression for \( w_t \) to show that condition (iii) holds.

Now \( w_t = \sum_{i} w_{t,i} \) where \( m \)’s portion of \( w_{t,i} \) is
\[
w_{t,i,m} = \frac{a_{i,1}}{n} \left( \frac{1}{L} \sum \phi_i(r, e^{(\ell)}) E_{N(\epsilon(0), 1)} \phi_i(r, e) \right)
\]
and a similar expression holds for \( V \)’s portion.

Our claim follows from three conditions that hold with high probability. When \( E \delta' \neq 0 \) and \( E \delta'' \neq 0 \) the conditions require the averages \( (1/L) \sum \phi_i(r, e^{(\ell)}) \), \( (1/L) \sum \phi_i(r, e^{(\ell)}) \), \( (1/L) \sum \phi_i(r, e^{(\ell)}) \) to be close to their expectations, i.e. within \( 1 \pm \alpha \) relative error, w.p. \( \geq 1 - \delta/(3n) \). Using Lemma 6 these are accomplished by assuming \( L > \frac{\log(6n)/\delta}{2\alpha^2} M \).

From (11) we have
\[
\|w_{t,i,m}\|^2 = \frac{\|a_{i,1}\|^2}{n^2} \left( \frac{(1 + \alpha)}{(1 - \alpha)} - 1 \right) E_{N(\epsilon(0), 1)} \phi_i(r, e)^2.
\]

Considering the portion with absolute value, if \( E_{N(\epsilon(0), 1)} \phi_i(r, e) \neq 0 \) then both fractions have the same sign. Then since \( \frac{1 + \alpha}{1 - \alpha} - 1 > 1 - \frac{1}{1 + \alpha} \) we have
\[
\|w_{t,i,m}\|^2 \leq \frac{\|a_{i,1}\|^2}{n^2} \left( \frac{(1 + \alpha)}{(1 - \alpha)} - 1 \right) E_{N(\epsilon(0), 1)} \phi_i(r, e)^2 \leq \frac{\|a_{i,1}\|^2}{n^2} \left( \frac{2\alpha}{1 - \alpha} \right)^2 \left( \frac{B'}{\zeta} \right)^2,
\]
and using \( \alpha \leq 0.5 \) we get \( \|w_{t,i,m}\|^2 \leq \frac{(4B'^2 \|a_{i,1}\|^2}{n^2} \zeta \). (13)

When \( E_{N(\epsilon(0), 1)} \phi_i(r, e) = 0 \), we use the standard Hoeffding bound and \( L > \frac{(B' - B)^2 \log(6n/\delta)}{2\alpha^2} \) to guarantee that
\[
(1/L) \sum \phi_i(r, e^{(\ell)}) \leq \alpha \text{ w.p. } \geq 1 - \delta/(3n).
\]
We also have \( (1/L) \sum \phi_i(r, e^{(\ell)}) \geq E_{N(\epsilon(0), 1)} \phi_i(r, e)(1 - \alpha) \geq \zeta(1 - \alpha) \), and therefore, for \( m \)'s portion we have
\[
\|w_{t,i,m}\| \leq \frac{\|a_{i,1}\|}{n} \frac{\alpha}{\zeta(1 - \alpha)} \leq \frac{\|a_{i,1}\| 2\alpha}{n} \zeta. \quad (14)
\]

**Table 1: Derivative bounds for different models**

<table>
<thead>
<tr>
<th>Likelihood</th>
<th>( B )</th>
<th>( B' )</th>
<th>( B'' )</th>
<th>( B''' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic, ( \sigma(y/f) )</td>
<td>( 1 / \sqrt{2\pi} )</td>
<td>( 1 / 2\pi )</td>
<td>( 1 / 2\pi )</td>
<td>( 1 / 2\pi )</td>
</tr>
<tr>
<td>Gaussian, ( e^{-(y-1)^2/2\sigma^2} ), ( \sigma = 1 / \sqrt{2\pi} )</td>
<td>( 1 / \sqrt{2\pi} )</td>
<td>( 1 / 2\pi )</td>
<td>( 1 / 2\pi )</td>
<td>( 1 / 2\pi )</td>
</tr>
<tr>
<td>Poisson, ( \frac{a_{i,j}}{\sqrt{2\pi}} ), ( \Phi(f) = \log(e^{f} + 1) )</td>
<td>( 1 / \sqrt{2\pi} )</td>
<td>( 1 / 2\pi )</td>
<td>( 1 / 2\pi )</td>
<td>( 1 / 2\pi )</td>
</tr>
<tr>
<td>Poisson, ( \frac{a_{i,j}}{\sqrt{2\pi}} ), ( g(f) = e^{f} )</td>
<td>( 1 / \sqrt{2\pi} )</td>
<td>( 1 / 2\pi )</td>
<td>( 1 / 2\pi )</td>
<td>( 1 / 2\pi )</td>
</tr>
<tr>
<td>Student’s t, ( c(1 + \frac{(y-1)^2}{\sigma^2})^{-1} ), ( c = \frac{1}{\sqrt{2\pi}} )</td>
<td>( 1 / \sqrt{2\pi} )</td>
<td>( 1 / 2\pi )</td>
<td>( 1 / 2\pi )</td>
<td>( 1 / 2\pi )</td>
</tr>
</tbody>
</table>
Therefore we can bound $m$’s portion by the sum of bounds from the two cases:

$$
\|w_{t,i,m}\| \leq \frac{\|a_{i,1}\|}{n} \frac{2\alpha}{\zeta} (2B^* + 1).
$$

(15)

Similar expressions for both cases hold simultaneously for $V$, replacing $a_{i,1}$ with $a_{i,2}a_{i,2}^\top$, and, therefore, combining bounds for $m, V$ we have

$$
\|w_{t,i}\| \leq \frac{\|a_{i}\|}{n} \frac{2\alpha}{\zeta} (2B^* + 1)
$$

(16)

where $a_i$ is the concatenation of $a_{i,1}$ and the vectorization of $a_{i,2}a_{i,2}^\top$.

Summing over all examples, we see that

$$
\|w_t\| = \left\| \sum_i w_{t,i} \right\| \leq \sqrt{\sum_i \sum_j \|w_{t,i}\| \|w_{t,j}\|}
$$

$$
\leq A \frac{2\alpha}{\zeta} (2B^* + 1)
$$

(17)

where $A = \max_i \|a_i\|$. Using the union bound we see that this holds w.p. $\geq 1 - \delta$.

To complete the analysis we need to make sure that the above holds for all iterations simultaneously. For this let $\delta_t$ be such that $\sum_t \delta_t = \delta$. For example, $\delta_t = \frac{\delta}{2^t}$. Use $\delta_t$ in the definition of $L$ above to obtain the result.

This satisfies condition (iii) if we set $\alpha$ for step $t$ to be $\alpha_t = \gamma_t$ and set $c_3 = A \frac{2\alpha}{\zeta} (2B^* + 1)$ and $c_4 = 0$. $\square$

The implication of the choices of $\alpha_t$ and $\delta_t$ is that the number of samples $L$ increases with $t$. Specifically, for $\gamma_t = 1/t$ this implies $L \propto t^2 \log(nt)$. While this is a strong condition, we are not aware of any other analysis for a procedure like bMC. In practice, we use a fixed sample size $L$ in our experiments, and as shown there, the procedure is very effective.

Notice that Corollary 5 only guarantees convergence with high probability. By adding a smoothing factor to the denominator of (7) and (8), we can strengthen the result and prove convergence w.p. 1. However, smoothing did not lead to a significant difference in results of our experiments. Details of the proof and experimental results are provided in the supplement.

5 Related Work

DLM is not a new idea and it can be seen as regularized empirical risk minimization (ERM), a standard approach in the frequentist setting. An intriguing line of work in the frequentist setting follows McAllester et al. (2010) to develop DLM algorithms for non-differentiable losses. Extending the ideas in this paper to develop Bayesian DLM for non-differentiable losses is an important challenge for future work. In the following we discuss related work along several dimensions.

Approximating the Bayesian objective function: In the Bayesian context, DLM can be seen as part of a larger theme which modifies the standard ELBO objective to change the loss term, change the regularization term, and allow for a regularization parameter, as captured by the GVI framework Knoblauch et al. 2019 Knoblauch 2019, which is a view strongly connected to regularized loss minimization. For example, the robustness literature, e.g., Knoblauch et al. (2019); Chérif-Abdellatif and Alquier (2019); Bissiri et al. (2016); Futami et al. (2018); Knoblauch (2019), aims to optimize log loss but changes the training loss function in order to be robust to outliers or misspecification and the safe-Bayesian approach of Grünwald (2012); Grünwald and van Ommen (2017) selects $\beta$ in order to handle misspecification. However, in all these papers the loss term is the Gibbs loss, $E_{q(\cdot)}[\ell(\cdot)]$, where $\ell(\cdot)$ is the training loss. In contrast, DLM uses the loss of the Bayesian predictor with the motivation that this makes sense as an empirical risk minimization algorithm.

Another interesting connection arises w.r.t. power-EP and $\alpha$-divergence minimization and their approximations in the BB-$\alpha$ and AEPEP objectives Hernandez-Lobato et al. 2016 Li and Gal 2017 Villacampa-Calvo and Hernández-Lobato 2020 where the latter optimizes $\frac{1}{2} \sum_i -\log E_{q(z_i)}[p(y_i|z_i)\alpha]+d_{KL}(q(z), p(z))$. The two objectives are identical when $\alpha = \beta = 1$. However, for other values of $\beta$, LogLoss DLM cannot be replaced by this objective because AEPEP uses $\alpha$ also as a power of the likelihood. In practice, LogLoss DLM tends to pick small $\beta$ values but the $\alpha$-divergence criterion tends to pick $\alpha$ closer to 1 showing the difference is important. On the other hand the DLM perspective can be seen to provide a theoretical motivation for BB-$\alpha$ and AEPEP.

Convergence analysis for Bayesian approximations: A range of approaches have also been used from a theoretical perspective. Some prior analysis of Bayesian algorithms aims to show that the approximations recover exact inference under some conditions. This includes, for example, consistency results for variational inference Wang and Blei 2019a,b and the Laplace approximation Dehaene 2017. For sparse GP, Burt et al. (2019) shows that this holds when using the RBF kernel, and when the number and location of pseudo inputs are carefully selected. The work of Alquier et al. (2016) uses PAC Bayes theory and formulates conditions under which the variational approximation is close to the true posterior. In contrast to these, Alquier et al. (2016) and Sheth and Khardon (2017) 2019 analyze variational and DLM al-
algorithms bounding their prediction loss relative to the “best approximate pseudo posterior”. Our paper further elaborates algorithmic details of DLM and provides an empirical evaluation.

Sparse GPs: sGP have received significant attention in the last few years. [Bauer et al. (2016)] investigates the performance of the variational and FITC approximations and provide many insights. Their observations on difficulties in the optimization of hyperparameters in FITC might have parallels in DLM. Our experimental setup explicitly evaluates joint optimization of hyperparameters with DLM as well as a hybrid algorithm to address these difficulties. [Reeb et al. (2018)] develops a new sGP algorithm by optimizing a PAC-Bayes bound. The output of their algorithm is chosen in a manner that provides better upper bound guarantees on its true error, but the actual test error is not improved over SVGP. The work of [Salimbeni et al. (2018)] develops a novel variant of SVGP that uses different pseudo locations for m and V. In contrast with these works our paper emphasizes the DLM objective and evaluates its potential to improve performance.

DLM: Several works have explored the idea of DLM for Bayesian algorithms. [Sheth and Khardon (2017)] demonstrated the success of DLM in topic models. The work of [Sheth and Khardon (2016); Jankowiak et al. (2020b,a)] applied log loss DLM and variants for regression showing competitive performance with ELBO. Our work significantly improves over this work by exhibiting the differences between square-loss DLM and log-loss DLM for regression, and by developing extensions, sampling methods and analysis for the non-conjugate case of log-loss DLM, which are stated as open questions by [Jankowiak et al. (2020a)]. Finally, [Masegosa (2020)] motivates DLM as the right procedure, but then identifies a novel alternative objective which is sandwiched between ELBO and DLM. This offers an interesting alternative to DLM with the potential advantage that its loss term is the Gibbs loss (i.e., does not have log-expectation issues), but the disadvantage that it is an approximation to true DLM.

Overall, the space of loss terms, regularizers, and the balance between them offer a range of choices and identifying the best choice in any application is a complex problem. We believe that DLM is an important contribution in this space.

6 Experimental Evaluation

Our experiments have two goals, the first is to evaluate whether DLM provides advantages over variational inference in practice, and the second is to explore the properties of the sampling methods, including efficiency, accuracy and stability. Due to space constraints, we summarize the main results here, and full details are provided in the supplement.

6.1 Details of Algorithms and Experiments

Preliminary experiments with joint optimization of variational parameters and hyperparameters in DLM showed that it is successful in many problems but that in some specific cases the optimization is not stable. We suspect that this is due to interaction between optimization of variational parameters and hyperparameters which complicates an experimental comparison. We therefore run two variants of DLM. The first performs joint optimization of variational parameters and hyperparameters. The second uses fixed hyperparameters, fixing them to the values learned by SVGP. This also allows us to compare the variational posterior of SVGP and DLM on the same hyperparameters.

Prior theoretical results do not have a clear recommendation for setting the regularization parameter β where some analysis uses β = 0 (no regularization), β = 1 (the standard setting), and β = Θ(√n). Here we use grid search with a validation set on an exponentially-spaced grid, i.e., β = [n, n/2, n/4, n/8, ..., 0.01]. In some experiments below we diverge from this and present results for specific values of β. To facilitate a fair comparison, we include ELBO with β = 1 and a variant of ELBO that selects β in exactly the same manner as DLM.

We selected 4 moderate size datasets for each of the likelihoods, giving 16 test cases including regression, square error, classification, and count prediction. In addition, we selected one large classification dataset that has been used before for evaluating sparse GP.

All algorithms are trained with the Adam optimizer. Isotropic RBF kernels are used except for the airline dataset where an ARD RBF kernel was used. Evaluations are performed on held-out test data and 5 repetitions are used to generate error bars. Full details of the experiments are given in the supplement.

6.2 Results

Our first set of experiments aims to evaluate the merit of the DLM objective as compared to ELBO. To achieve this, we fix the number of pseudo points and then each point in Figure (a-e) shows the final test set loss score when the algorithm has converged on the corresponding sample size. That is, we compare the quality that results from optimizing the objective, and not the optimization algorithm or convergence speed. This allows a cleaner separation of the objectives.
Log-loss and sq-loss in sGP Regression: Figure 1(a) shows the result for log-loss regression on the sarcos dataset where DLM has a significant advantage. Figure 1(b) shows the result for square-loss on the same dataset. Here we see that square-loss DLM has a significant advantage over other algorithms (including log-loss DLM). This illustrates the point made in the introduction, that optimizing DLM for a specific loss can have an advantage over methods that aim for a generic posterior. We can also observe that β-ELBO shows a clear improvement over ELBO, which suggests that selection of β should be adopted more generally in variational inference. The supplement includes results for 3 additional datasets with similar trends.

β-values: It is interesting to consider the β values selected by the algorithms. For most datasets and most training set sizes a small value of β < 1 is often a good choice. However, this is not always the case. Figure 1(c) shows a plot of log-loss as a function of β for a small (691) training set size on the cadata dataset. We observe that the optimal β is larger than 1 for all methods. For larger size data (see supplement) joint DLM selects β < 1 but other methods do not.

These values can be seen in the context of the safe-Bayes algorithm Grünwald (2012), Grünwald and van Ommen (2017) that selects η = 1/β, but does so using Gibbs loss in a sequential Bayesian prediction. The theoretical analysis leading to safe-Bayes suggests using η = 1/β and similarly PAC-Bayes analysis yields the choice β = √n ≫ 1 both leading to more regularization. However, the best choice might depend on the relation between dataset size and the difficulty of the problem and in practice might mean less regularization.

Log-loss DLM in non-conjugate sGP: Figure 1(d-e) show log-loss results for classification on the ringnorm dataset and for count regression on the peds1 dataset, where DLM for count regression uses bMC.
sampling with 10 samples. We observe that log-loss DLM is comparable to or better than ELBO and β-ELBO. The supplement includes results for 3 additional datasets for each likelihood with similar trends. In some cases hyperparameter optimization in joint-DLM is sensitive, but taken together the two DLM variants are either comparable to or significantly better than ELBO and β-ELBO. In addition, results from the same experiments which are included in the supplement show that DLM achieves better calibration in the non-conjguate cases without sacrificing classification error or count mean relative error.

**Non-conjguate DLM on a large dataset:** We next consider whether DLM is applicable on large datasets and whether it still shows an advantage over ELBO. For this we use the airline dataset [Hensman et al. 2015] which has been used before to evaluate sGP for classification. Due to the size of the dataset we do not perform β selection and instead present results for values 0.1, 1, and 10. In contrast with previous plots, Figure 1(f) is a learning curve, showing log-loss as a function of training epochs. We observe that for all values of β in the experiment both variants of β-DLM significantly improve over β-ELBO and they significantly improve over ELBO (β = 1).

**Evaluation of the sampling algorithms:** We first explore the quality of samples regardless of their effect on learning. Figure 1 portions (g,h) show estimates of bias for bMC and uPS on the abalone count prediction dataset (where the true gradient is estimated from 10000 bMC samples). The statistics for the gradients are collected immediately after the initialization of the algorithm. Additional plots in the supplement show estimates for the direction of the update step δt and its norm relative to the true gradient (similar to conditions (i) and (ii) of Proposition 2) but for δt and similar to conditions in Proposition 4.1 in Bertsekas and Tsitsiklis (1996). The plots show that uPS indeed has lower bias as expected (note the scale in x-axis in the plots).

We next compare the quality of predictions when learning using the sampling methods, to each other and to the results of exact computations. Learning curves for airline for β = 0.1 are shown in Figure 1(i) and plots for β = 1, 10 are given in the supplement. We observe that with enough samples both algorithms can recover the performance of the exact algorithm. We also observe in plot 1(i) that to achieve this uPS can use 10 samples and bMC needs 100 samples. Similarly, uPS with 1 sample is better than bMC with 10 samples. This suggests that uPS makes better use of samples and has a potential advantage. The supplement shows learning curves comparing uPS and bMC for count prediction on two datasets. In this case even one sample of bMC yields good results and there are no significant differences between bMC and uPS in terms of log-loss. Finally, learning curves for log-loss in regression given in the supplement show that bMC can recover the results of exact gradients with ≥ 10 samples. Overall, uPS is unbiased and might make more efficient use of samples. However, despite the speedup developed for uPS, it is significantly slower in practice due to the cost of generating the samples, and bMC provides a better tradeoff in practice.

**7 Conclusion**

The paper explores the applicability and utility of DLM in sparse GP. We make two technical contributions for sample based estimates of gradients of log-expectation terms: uPS provides unbiased samples and bMC is biased but is proved to lead to convergence nonetheless. An extensive experimental evaluation shows that DLM for sparse GP is competitive and in some cases significantly better than the variational approach and that bMC provides a better time-accuracy tradeoff than uPS in practice. While we have focused on sGP, DLM is at least in principle generally applicable. As mentioned above, this has already been demonstrated for the correlated topic model, where the hidden variable is not 1-dimensional, but where equations simplify and gradients can be efficiently estimated through sampling. We believe that variants of the methods in this paper will enable applicability in probabilistic matrix factorization, GPLVM (through its reparameterized objective), and the variational auto-encoder and we leave these for future work. Extending the analysis of bMC to provide finite time bounds is another important direction for future work.
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1 Efficient Implementation of Product Sampling

**Efficient Rejection Sampling:** Recall that we want to sample from \( \hat{q}(f|\theta) = \frac{q(f|\theta)p(y|f)}{\mathbb{E}_q(f|\theta)p(y|f)} \) where the normalizing constant \( \mathbb{E}_q(f|\theta)p(y|f) \) is not known. Naive rejection sampling will have a high rejection rate and more advanced sampling techniques, such as adaptive rejection sampling, will be too slow because we need to sample the gradient for each example in each minibatch of optimization. We next show how to take advantage of the structure of \( \hat{q}(f) \) to construct an efficient sampler. Recall the standard setting for rejection sampling. To sample from an unnormalized distribution \( h_1(f) \) we introduce \( h_2(f) \) which is easy to sample from and such that \( Kh_2(f) \geq h_1(f) \). Then we sample \( f^* \sim h_2(f) \), and accept \( f^* \) with probability \( h_1(f^*)/Kh_2(f^*) \).

In our case \( h_1 \) is a product of a normal distribution \( q(f) = \mathcal{N}(\mu, \sigma^2) \) and a likelihood function \( \ell(f) = p(y|f) \). In the following we assume that \( \ell(f) \leq \ell_{\text{max}} \) is bounded, which is true for discrete \( y \) and can be enforced by lower bounding the variance when \( y \) is continuous. The main issue for sampling is the overlap between the “high value regions” of \( q() \) and \( \ell() \). If they are well aligned, for example, \( \arg\max f \in [\mu, \mu+\sigma] \ell(f) \geq 0.5 \), then we can use \( h_2(f) = q(f) \) with \( K = 1 \) and the rejection rate will not be high. However, if they are not aligned then sampling from \( g() \) will have a high rejection rate. To address this, we fix a small integer \( n \) and sample from a broader distribution with the same mean \( h_2(f) = \mathcal{N}(\mu, n\sigma^2) \).

Let \( a, b \) be the intersection points of the PDFs of \( q() \) and \( h_2() \) (\( \mu \pm r \) for \( r = \sigma \sqrt{\log n/(1-1/n)} \)) and let \( m_1 = \max f \in [a,b] \ell(f) \) and \( m_2 = \min f \in [a,b] h_2(f) \). Note that \( m_2 \) increases with \( n \). To balance the sampling ratios within and outside \([a,b] \), we pick the largest \( n \leq 10 \) s.t. \( m_1 \leq m_2 \ell_{\text{max}} \) and use \( K = \ell_{\text{max}} \). Then in the interval \([a,b] \) we have \( h_2(f)\ell_{\text{max}} \geq \ell_{\text{max}} h_2(f) \frac{m_1}{m_2} \geq q(f)\ell(f) \) and outside the interval we have \( h_2(f) \geq q(f) \ell(f) \) and therefore \( h_2(f)\ell_{\text{max}} \geq q(f)\ell(f) \) as required.

The only likelihood specific step in the computation is the value of \( m_1 \). For the binary case with sigmoid or probit likelihood the maximum is obtained at one of the endpoints \( p(a), p(b) \). For count regression with Poisson likelihood with link function \( \lambda = e^f \), if the observation \( y \in [a,b] \) then we also need to evaluate \( p(y|\lambda = y) \). The crucial point is that because of the structure of \( q() \) and \( h_2() \) the values of \( m_1, m_2 \) can be calculated analytically in constant time and the cost of determining \( n \) is not prohibitive.

**Vectorized sampling:** The process above yields efficient sampling, where after an initial set of learning iterations the average number of rejected samples is low (approximately 2 in our evaluation). However, in practice the process is still slow. One of the reasons is the fact that we calculate \( n \) which defines the sampling distribution separately for each example \( i \) and then perform rejection sampling separately for each \( i \). Modern implementations gain significant speedup by vectorizing operations, but this is at odds with individual rejection sampling. We partly alleviate this cost by a hybrid procedure as follows. Note that for each \( i \) we have \( h_2(f_i) = \mathcal{N}(\mu_i, n_i\sigma_i^2) \) and that the samples for different \( i \)'s are independent. We can therefore collect these and sample from a multivariate normal with diagonal covariance. However, each such vector of samples will have some rejected entries. Our hybrid procedure repeats the vectorized sampling twice, uses the first successful sample for each \( i \), and for entries which had no successful sample, resorts to individual sampling. We have found that this reduces overall run time by at least 50%.
2 Convergence of smooth-bMC with Probability 1

This section develops an analysis of smoothed bMC estimates. It is shown that by adding a small factor to the denominator of the gradient estimate we can bound the step direction and guarantee convergence w.p. 1.

Consider gradient based minimization of a function $f()$ with step direction $g_t = s_t + w_t$ and step size $\gamma_t$.

**Assumption 7.** The function $f: \mathcal{R}^n \to \mathcal{R}$, and $s_t, w_t, \gamma_t$ satisfy the following conditions:

(a) $f(r) \geq 0$ for all $r \in \mathcal{R}^n$.

(b) The function $f$ is continuously differentiable and there exists some constant $L$ such that

$$\|\nabla f(r) - \nabla f(\bar{r})\| \leq L\|r - \bar{r}\|, \forall r, \bar{r} \in \mathcal{R}^n.$$

(c) There exists positive constant $c_1, c_2$ such that $\forall t$,

$$c_1\|\nabla f(r_t)\|^2 \leq -\nabla f(r_t)^T E[s_t | \mathcal{F}_t],$$

$$E[\|s_t\|^2] \leq c_2\|\nabla f(r_t)\|^2.$$

(d) There exists positive constant $p, q$ such that

$$E[\|w_t\|^2] \leq (\gamma_t(q + p\|\nabla f(r_t)\|))^2.$$

Notice that condition (d) in Assumption 7 implies $E[\|w_t\|] \leq \gamma_t(q + p\|\nabla f(r_t)\|)$. This can be derived from Jensen’s inequality where the quadratic function is convex.

**Proposition 8.** Consider the algorithm

$$r_{t+1} = r_t + \gamma_t(s_t + w_t),$$

where the stepsizes $\gamma_t$ are nonnegative and satisfy

$$\sum_{t=0}^{\infty} \gamma_t = \infty, \sum_{t=0}^{\infty} \gamma_t^2 < \infty.$$

Under Assumption 7, the following hold with probability 1:

(a) The sequence $f(r_t)$ converges.

(b) We have $\lim_{t \to \infty} \nabla f(r_t) = 0$.

(c) Every limit point of $r_t$ is a stationary point of $f$.

The proposition and its proof are a slight modification of Proposition 4.1 by Bertsekas and Tsitsiklis (1996). Compared to that result, Assumption 7 splits the conditions on the step direction $g_t = s_t + w_t$ from Bertsekas and Tsitsiklis (1996) into portion c on $s_t$ and portion d on $w_t$. This slight weakening of the condition enables our application in Corollary 9. We include the proof here for completeness.

**Proof.** This proof slightly modifies the proof of Proposition 4.1 in Bertsekas and Tsitsiklis (1996). As shown there (in Eq 3.39), if $\nabla f()$ is $L$-Lipschitz then, for two vectors $r, z, f(r + z) - f(r) \leq z^T \nabla f(r) + \frac{L}{2} z^2$. Then replacing $z$ with $\gamma_t(s_t + w_t)$ and taking expectation, we have

$$E[f(r_{t+1})] \leq f(r_t) + \gamma_t \nabla f(r_t)^T E[s_t + w_t] + \frac{\gamma_t^2 L}{2} E[\|s_t + w_t\|^2]$$

$$\leq f(r_t) + \gamma_t \nabla f(r_t)^T E[s_t] + \gamma_t \nabla f(r_t)^T E[w_t] + \frac{\gamma_t^2 L}{2} E[\|s_t\|^2] + \frac{\gamma_t^2 L E[\|w_t\|^2]}{2}$$

$$\leq f(r_t) + \gamma_t(\frac{E[\nabla f(r_t)^2]}{2} + \|\nabla f(r_t)\| E[\|w_t\|]) + \gamma_t^2 L (c_2^2 \|\nabla f(r_t)\|^2$$

$$+ \gamma_t^2 p^2 \|\nabla f(r_t)\|^2)$$

$$\leq f(r_t) - \gamma_t(c_1 - \gamma_t p - \gamma_t c_2^2 L - \gamma_t^2 p^2 L) \|\nabla f(r_t)\|^2 + \gamma_t^2 (q + 2\gamma_t p L) \|\nabla f(r_t)\| + \gamma_t^4 q^2 L.$$
Applying Proposition 4.2 (Supermartingale Convergence Theorem) in Bertsekas and Tsitsiklis (1996), we can which \( \gamma_t \) and a similar expression holds for \( V \)'s portion. We now have:

\[
X_t = \gamma_t (c_t - \gamma_t d_t) \| \nabla f(r_t) \|^2, \quad \text{if } c_t \geq \gamma_t d_t, \quad \text{and}
\]

\[
Z_t = \begin{cases} 
\gamma_t^2 d_t + \gamma_t^2 q^2 L, & \text{if } c_t \geq \gamma_t d_t, \\
\gamma_t^2 d_t + \gamma_t^2 q^2 L - \gamma_t (c_t - \gamma_t d_t) \| \nabla f(r_t) \|^2, & \text{otherwise.}
\end{cases}
\]

Notice that \( c_t - \gamma_t d_t \) is monotonically decreasing in \( \gamma_t \) and \( \lim_{t \to \infty} \gamma_t = 0 \), so there exists some finite time after which \( \gamma_t d_t \leq c_t \). It follows that after some finite time, we have \( Z_t = \gamma_t^2 d_t + \gamma_t^2 q^2 L \) and therefore \( \sum_{t=0}^{\infty} Z_t < \infty \).

Applying Proposition 4.2 (Supermartingale Convergence Theorem) in Bertsekas and Tsitsiklis (1996), we can conclude that \( f(r_t) \) converges which establishes part (a) of the proposition, and in addition that \( \sum_{t} X_t < \infty \).

Similarly after some time, we have \( c_t - \gamma_t d_t \geq \frac{\gamma_t}{2} \) and

\[
X_t = \gamma_t (c_t - \gamma_t d_t) \| \nabla f(r_t) \|^2 \geq \frac{c_t}{2} \gamma_t \| \nabla f(r_t) \|^2.
\]

Hence,

\[
\sum_{t=0}^{\infty} \gamma_t \| \nabla f(r_t) \|^2 < \infty.
\]

Below we prove that \( \| \nabla f(r_t) \| \) converges to 0. Let \( g_t = s_t + w_t \),

\[
E[\| g_t \|^2] = E[\| s_t + w_t \|^2] \\
\leq E[2(\| s_t \|^2 + \| w_t \|^2)] \\
\leq 2c_2 \| \nabla f(r_t) \|^2 + 2\gamma_t^2 (q + p \| \nabla f(r_t) \|)^2 \\
= 2c_2 \| \nabla f(r_t) \|^2 + 2\gamma_t^2 (q^2 + 2pq \| \nabla f(r_t) \| + p^2 \| \nabla f(r_t) \|^2) \\
\leq 2(c_2 + p^2 \gamma_t^2 + 2p \gamma_t^2 \| \nabla f(r_t) \|)^2 + 2\gamma_t^4 q^2 + 4pq \gamma_t^2.
\]

Suppose \( \max \gamma_t \leq \gamma \), let \( K_1 = 2(c_2 + p^2 \gamma^2 + 2pq \gamma^2) \) and \( K_2 = 2\gamma^2 q^2 + 4pq \gamma^2 \), we have

\[
E[\| g_t \|^2] \leq K_1 \| \nabla f(r_t) \|^2 + K_2.
\]

Then all the remaining steps in the proof in Bertsekas and Tsitsiklis (1996) for claims (b),(c) can be followed by replacing \( s_t \) in Bertsekas and Tsitsiklis (1996) with our \( g_t \). \( \square \)

In order to establish convergence w.p. 1 we need to bound the norm of the step direction. To achieve this we add a smoothing parameter \( \nu \) to the denominator of the estimate. This yields the smooth-bMC algorithm, whose step directions are

\[
d_{i,m}(r) := \left( \frac{\sum_{t=1}^{T} \phi_i(r, \epsilon(t))}{\sum_{t=1}^{T} \phi_i(r, \epsilon(t)) + \nu} \right) a_{i,1} \\
d_{i,V}(r) := \left( \frac{\sum_{t=1}^{T} \phi''_i(r, \epsilon(t))}{\sum_{t=1}^{T} \phi_i(r, \epsilon(t)) + \nu} \right) a_{i,2} a_{i,2}^\top
\]

and thus

\[
w_{i,m} = \frac{a_{i,1}}{a} \left( \frac{1}{L} \sum_{\epsilon} \phi'_i(r_t, \epsilon(t)) - \frac{E_{{\epsilon}\sim\{0,1\}} \phi'_i(r_t, \epsilon)}{E_{{\epsilon}\sim\{0,1\}} \phi_i(r_t, \epsilon)} \right)
\]

and a similar expression holds for \( V \)'s portion. We now have:
Corollary 9. If for every \( t \) and \( i \), \( E[q_i(t \mid r) \, p(y_i \mid f_i)] \geq \gamma > 0 \), smooth-bMC uses \( \nu_t = \gamma_t \zeta \), and

\[
L > \frac{\log(6n/\delta_t)}{2\zeta_t^2} \max \left\{ \frac{B^2}{|E_N(\epsilon\{0,1\}) \phi_i(r, \epsilon)|^2}, \frac{(B' - B')^2}{P^2}, \frac{(B'' - B'')^2}{Q^2} \right\},
\]

where \( P = \left\{ \begin{array}{ll} |E_N(\epsilon\{0,1\}) \phi_i'(r, \epsilon)|, & \text{if } E_N(\epsilon\{0,1\}) \phi_i'(r, \epsilon) \neq 0, \\ 1, & \text{otherwise} \end{array} \right. \) and \( Q = \left\{ \begin{array}{ll} |E_N(\epsilon\{0,1\}) \phi_i''(r, \epsilon)|, & \text{if } E_N(\epsilon\{0,1\}) \phi_i''(r, \epsilon) \neq 0, \\ 1, & \text{otherwise} \end{array} \right. \), then smooth-bMC satisfies the conditions of Proposition 8 and hence converges w.p. 1.

Proof. Conditions (a,b,c) of Assumption 7 are handled exactly as in the main paper. Thus we only need to show that (d) holds.

First consider the case when \( E[\phi'] \neq 0 \) and \( E[\phi''] \neq 0 \). With

\[
L > \frac{\log(6n/\delta_t)}{2\zeta_t^2} \max \left\{ \frac{B^2}{E[\phi_i(r, \epsilon)]^2}, \frac{(B' - B')^2}{|E[\phi_i'(r, \epsilon)]^2|}, \frac{(B'' - B'')^2}{|E[\phi_i''(r, \epsilon)]^2|} \right\},
\]

we have that \( \forall i, t, \)

\[
(1 - \alpha)|E[\phi_i]| \leq \left| \frac{1}{L} \sum_{l=1}^{L} \phi_i(r, \epsilon(l)) \right| \leq (1 + \alpha)|E[\phi_i]|,
\]

\[
(1 - \alpha)|E[\phi_i']| \leq \left| \frac{1}{L} \sum_{l=1}^{L} \phi_i'(r, \epsilon(l)) \right| \leq (1 + \alpha)|E[\phi_i']|,
\]

\[
(1 - \alpha)|E[\phi_i'']| \leq \left| \frac{1}{L} \sum_{l=1}^{L} \phi_i''(r, \epsilon(l)) \right| \leq (1 + \alpha)|E[\phi_i'']|.
\]

hold simultaneously w.p. \( 1 - \frac{\delta_t}{\pi} \).

Since \( \phi_i > 0 \), we have \( (1/L) \sum_{l=1}^{L} \phi_i(r, \epsilon(l)) + \nu \geq (1 - \alpha) E[\phi_i] + \nu \geq (1 - \alpha) E[\phi_i] \). In addition

\[
(1/L) \sum_{l=1}^{L} \phi_i(r, \epsilon(l)) + \nu \leq (1 + \alpha) E[\phi_i] + \nu \leq (1 + \alpha + \frac{\nu}{\zeta}) E[\phi_i].
\]

Then

\[
\|w_{t,i,m}\|^2 \leq \|a_{i,1}\|^2 \max \left\{ \frac{1 + \alpha}{1 - \alpha}, 1 - \frac{1 - \alpha}{1 + \alpha + \zeta} \right\}^2 \left( \frac{E[\phi_i'(r_t, \epsilon)]}{E[\phi_i(r_t, \epsilon)]} \right)^2
\]

\[
= \|a_{i,1}\|^2 \max \left\{ \frac{2\alpha}{1 - \alpha}, \frac{2\alpha + \nu}{1 + \alpha + \zeta} \right\}^2 \left( \frac{E[\phi_i'(r_t, \epsilon)]}{E[\phi_i(r_t, \epsilon)]} \right)^2.
\]

Let \( \nu = \alpha\zeta \), then \( \frac{\zeta}{\zeta} = \alpha \). Thus

\[
\max \left\{ \frac{2\alpha}{1 - \alpha}, \frac{2\alpha + \nu}{1 + \alpha + \zeta} \right\} = \max \left\{ \frac{2\alpha}{1 - \alpha}, \frac{3\alpha}{1 + 2\alpha} \right\} \leq \frac{3\alpha}{1 - \alpha}.
\]

Using \( \alpha \leq 0.5 \) we get \( \|w_{t,i,m}\|^2 \leq \left( \frac{BB'\alpha \|a_{i,1}\|}{\alpha} \right)^2 \).
Next consider the case when \( E[\phi'] = 0 \). In this case we can select \( L \geq \frac{(B'-b')^{2} \log(6\alpha / \delta_{t})}{4 \alpha^{2}} \) such that 
\[
\left| (1/\ldots \sum_{i} \phi'(r, e^{(t)}) \right| \leq \alpha \text{ w.p.} \geq 1 - \delta_{t}/(3n). \]
At the same time, \( (1/\ldots \sum_{i} \phi_{i}(r, e^{(t)}) + \nu \geq (1 - \alpha) E[\phi_{i}(r, e)] \).

Thus, 
\[
\| w_{t, i, m} \|^2 \leq \left( \frac{\alpha}{\zeta(1 - \alpha)} \right)^2 \leq \left( \frac{2\alpha}{\zeta} \right)^2. \]

Combined two cases, we have
\[
\| w_{t, i, m} \|^2 \leq \left( \frac{2\alpha}{\zeta} \right)^2 (3B^{*} + 1)^2. \]

\( w_{t, i, v} \) can be bounded similarly. Thus, \( \| w_{t, i} \|^2 \) can be upper bounded with high probability. Overall, w.p. at least \( 1 - \delta_{t} \),
\[
\| w_{t} \|^2 \leq \sum_{i} \sum_{j} \| w_{t, i} \|| w_{t, i, j} | \leq \left( \frac{2\alpha}{\zeta}(3B^{*} + 1)^2 \right), \]

where \( A = \max_{i} | a_{i} | \).

However, w.p. at most \( \delta_{t} \), the above inequality does not hold. In order to bound the expectation we use the following upper bound which always holds:
\[
\| w_{t, i, m} \|^2 = \frac{\| a_{i, 1} \|^2}{n^2} \left( \frac{1}{\ldots \sum_{i} \phi'(r, e^{(t)})} - \frac{E[\phi'(r, e)]}{E[\phi_{i}(r, e)]} \right)^2 \leq \frac{\| a_{i, 1} \|^2}{n^2} \left( 2 \right)^2 \left( \frac{E[\phi'(r, e)]}{E[\phi_{i}(r, e)]} \right)^2 \leq 2 \frac{\| a_{i, 1} \|^2}{n^2} \max(| b' |, | B' |)^2 \left( \frac{1}{\nu^2} + \frac{1}{\zeta^2} \right) \leq 2 \frac{\| a_{i, 1} \|^2}{n^2} (B^{*})^2 \left( \frac{1}{\nu^2} + \frac{1}{\zeta^2} \right) \leq 4 \frac{\| a_{i, 1} \|^2}{n^2} (B^{*})^2 \frac{1}{\alpha^2 \zeta^2}.
\]

In the third step, we used the fact that \( \phi' \) is bounded between \( b' \) and \( B' \). In the last step, we use the fact that \( 1 \leq \frac{1}{\alpha^2} \). Similar arguments can be derived for \( w_{t, i, v} \). Thus \( \| w_{t, i} \|^2 \leq 4 \frac{\| a_{i} \|^2}{n^2} (B^{*})^2 \frac{1}{\alpha^2 \zeta^2} \). Further,
\[
\| w_{t} \|^2 = \| \sum_{i} w_{t, i, j} \|^2 \leq \sum_{i} \sum_{j} \| w_{t, i} \|| w_{t, i, j} | \leq 4A^2 (B^{*})^2 \frac{1}{\alpha^2 \zeta^2} = D \alpha^2.
\]

where \( D = \left( \frac{A^2}{\alpha^2 \zeta^2} \right)^2 \) is a constant.

Thus, \( E[\| w \|^2] \) can be bounded,
\[
E[\| w_{t} \|^2] \leq (1 - \delta_{t})(A \frac{2\alpha}{\zeta}(3B^{*} + 1)^2 + \delta_{t} D \leq \left( A \frac{2\alpha}{\zeta}(3B^{*} + 1)^2 + \delta_{t} D \right). \]

Here let \( \alpha = \gamma_{t} \) (hence \( \nu_{t} = \gamma_{t} \zeta \)) and \( \delta_{t} = \gamma_{t}^4 \), then condition (d) of Assumption 7 holds with \( p = 0 \) and \( \phi = \frac{1}{2} (3B^{*} + 1)^2 + \left( A^2 \frac{2\alpha}{\alpha^2 \zeta^2} \right)^2 \).

Suppose \( \gamma_{t} = \frac{1}{\gamma} \), then the sample size \( L \propto t^2 \log(nt) \), which matches the sample size in the main paper. As in the discussion there, in practice we use a fixed sample size \( L \) and we use a fixed smoothing factor \( \nu \).
3 Proof of Proposition 4 from Main Paper: Bounds on $\phi, \phi', \phi''$

In this section we show that bounds of the form $\phi < B$, $b' < \Phi' < B'$, and $b'' < \Phi'' < B''$ holds in each cases as listed in the following table:

<table>
<thead>
<tr>
<th>Likelihood</th>
<th>$B$</th>
<th>$b'$</th>
<th>$B'$</th>
<th>$b''$</th>
<th>$B''$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic, $\sigma(y f)$</td>
<td>$1$</td>
<td>$-\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$-\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
</tr>
<tr>
<td>Gaussian, $e^{-(y-f)^2/2\sigma^2}$, $c = \frac{1}{\sqrt{2\pi}}$</td>
<td>$c$</td>
<td>$\frac{1}{\sqrt{2\pi}}$</td>
<td>$-\frac{1}{\sqrt{2\pi}}$</td>
<td>$\frac{2}{2\sqrt{2\pi}}$</td>
<td>$1/\sqrt{2\pi}$</td>
</tr>
<tr>
<td>Probit, $\Phi(f)$, $\Phi$ is cdf of Gaussian</td>
<td>$1$</td>
<td>$-1/\sqrt{2\pi}$</td>
<td>$1/\sqrt{2\pi}$</td>
<td>$-1/\sqrt{2\pi}$</td>
<td>$1/\sqrt{2\pi}$</td>
</tr>
<tr>
<td>Poisson, $e^{(y f)/(y f)}$ - $g(f) = \log(1 + e^f)$</td>
<td>$1$</td>
<td>$-1$</td>
<td>$1$</td>
<td>$-2.25$</td>
<td>$2.25$</td>
</tr>
<tr>
<td>Poisson, $e^{(y f)/(y f)}$ - $g(f) = e^f$</td>
<td>$1$</td>
<td>$-y - 1$</td>
<td>$y$</td>
<td>$-y - 1/4$</td>
<td>$2y^2 + 3y + 2$</td>
</tr>
</tbody>
</table>

**logistic:** For convenience let the label $y_i$ be in $\{-1, 1\}$. Then $\phi = \sigma(y_i f_i) \leq 1$, $\phi' = y_i \sigma(y_i f_i)(1 - \sigma(y_i f_i)) \in [-0.25, 0.25]$, and $\phi'' = y_i^2 \sigma(y_i f_i)(1 - \sigma(y_i f_i))(1 - 2\sigma(y_i f_i)) \in [-0.25, 0.25]$.

**Gaussian:** The Gaussian likelihood is $\phi = p(y|f, \sigma^2) = e^{-((y-f)^2/2\sigma^2)}$, $c = \frac{1}{\sqrt{2\pi} \sigma}$. In the following, let $x = (y-f)/\sigma$ to reduce clutter. The first derivative of $\phi$ w.r.t. $f$ is given by $\phi' = c e^{-(x^2/2)} x^2$ whose root at $f = y$ ($x = 0$) corresponds to the maximum of the likelihood $c$. The second derivative is given by $\phi'' = \frac{1}{\sqrt{2\pi} \sigma^3} c e^{-(x^2/2)} (x^2 - 1)$. The third derivative is given by $\phi^" = \frac{1}{\sqrt{2\pi} \sigma^4} c e^{-(x^2/2)} (x^3 - 3x)$. The second and third derivative evaluations at the third derivative roots defined by $\phi = y \pm \sqrt{x}$ satisfy $x(2) = 3 - \frac{x}{\sigma^2}$ where $x = \frac{0.25}{\sqrt{2\pi} \sigma^4} (\sqrt{2\pi} \sigma^4 - 1)$, and $\phi^" = -\frac{0.25}{\sqrt{2\pi} \sigma^6} (\sqrt{2\pi} \sigma^4 - 1)$.

**prob: For convenience let the label $y_i$ be in $\{-1, 1\}$. Then $\phi = \Phi(y_i f_i)$, where $\Phi$ is the CDF of the standard normal and clearly $\phi \in [0, 1]$. Let $h()$ be the PDF of the standard normal. Then $\phi' = y_i h(y_i f_i)$ and $\phi'' = y_i^2 h'(y_i f_i)$. Bounds for these are given by bounds above for the normal distribution with $\mu = 0$ and $\sigma^2 = 1$, where we have to account for the sign flip in $\phi' = y_i h()$.

**Poisson:** Here we also need to consider the link function. Two standard options are $\lambda = g(f_i) = e^{f_i}$ or $\lambda = g(f_i) = \ln(e^{f_i} + 1)$.

For the first option we have $\lambda = g(f_i) = e^{f_i}$. As above it is obvious that $\phi \leq 1$, $\phi' = \frac{\lambda e^{-\lambda}}{\Gamma(\alpha)} (y - \lambda) = y \phi - (y + 1) \frac{\lambda e^{-\lambda}}{\Gamma(\alpha)}$. Thus, $\phi' \geq b' = -y-1$ and $\phi' \leq B' = y$. $\phi'' = \frac{\lambda^2 e^{-\lambda}}{\Gamma(\alpha)} (y^2 - (2y+1)\lambda + \lambda^2) = \frac{\lambda^2 e^{-\lambda}}{\Gamma(\alpha)} ((y^2 - (2y+1) \lambda) - y^2)$ $\leq -y - 1$. On the other hand, $\phi'' = \frac{\lambda^{\alpha+1} e^{-\lambda}}{\Gamma(\alpha+1)} (y^2 + 1) (y + 1) + \frac{\lambda^{\alpha+2} e^{-\lambda}}{\Gamma(\alpha+2)} (y + 1) \leq 2y^2 + 3y + 2$.

For the second option we have $\lambda = g(f_i) = \ln(e^{f_i} + 1)$. Below we use $\phi_i(\lambda_i)$ to denote $p(t|f_i) = \frac{\lambda_i^{\nu_i} e^{\lambda_i}}{\Gamma(\nu_i)}$. First note that $g'((f_i) = \frac{e^{f_i}}{\sigma^2 + 1} = \sigma(f_i) \in [0, 1]$ and $g''((f_i) \in [0, 0.25]$. We have $\phi = \frac{\lambda_i^{\nu_i} e^{\lambda_i}}{\Gamma(\nu_i)} \leq 1$, $\phi' = g'(f_i) \phi' = g''(f_i) (\phi(\lambda_i) - \phi(y_i-1(\lambda_i))$ implying $-1 < \phi'< 1$, and

\[
\phi'' = g''(f_i) (\phi(\lambda_i) - \phi(y_i-1(\lambda_i)) + (g'(f_i))^2 (\phi(y_i-2(\lambda_i) - \phi(y_i-1(\lambda_i))
\]

which is bounded because all its components are bounded. Plugging in $0 \leq g' \leq 1$, $0 \leq g'' \leq 0.25$, we get that $\phi'' \leq -2.25$ and $\phi'' < 2.25$.

**Student T:** The student’s t likelihood is $p(y|f, \nu, \sigma^2) = c \left( 1 + \frac{(y-f)^2}{\sigma^2 \nu} \right)^{-\nu/2}$, $c = \frac{\Gamma(\nu/2)}{\Gamma(\nu/2) \sqrt{\pi \nu}} \nu \in \mathbb{R}^+$. In the following, let $x = (y-f)/\sigma$ to reduce clutter. The first derivative is given by $-e^{x^2/\nu} (1 + x^2/\nu)^{-\nu/2} (-1/\sigma)$. The only first derivative root at $f = y$ ($x = 0$) corresponds to the maximum of the likelihood $c$. The second derivative is
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given by
\[-c \frac{\nu + 1}{\nu} + \frac{1}{(1 + \frac{x^2}{\nu})^{(\nu+3)/2}} - \frac{x^2 \nu + 3}{\nu} \left(1 + \frac{x^2}{\nu}\right)^{(\nu+5)/2} \frac{1}{\sigma^2} \]
\[= -c \frac{\nu + 1}{\nu} \left(1 + \frac{x^2}{\nu}\right)^{-(\nu+3)/2} \left[1 + \frac{x^2}{\nu} - \frac{x^2 \nu + 3}{\nu} \right] \frac{1}{\sigma^2} \]
\[= -c \frac{\nu + 1}{\nu} \frac{1 - x^2 \nu + 2}{\left(1 + \frac{x^2}{\nu}\right)^{(\nu+5)/2} \sigma^2}.\]

The first derivative evaluations at the second derivative roots defined by \( f = y \pm \sigma \sqrt{\frac{\nu}{\nu+2}} (x = \pm \sqrt{\frac{\nu}{\nu+2}}) \) are
\[\pm \frac{\nu + 1}{\sigma} \sqrt{\frac{\nu}{\nu+2}} \left(\nu \nu + 3\right)^{(\nu+3)/2}.\]
Also, since \( \nu > 0 \), the denominator of the first derivative is a polynomial of degree at least 3 implying that as \( f \) approaches \( \pm \infty \), the first derivative approaches 0. Hence, the first derivative is bounded over its domain. The third derivative is given by
\[-c \frac{\nu + 1}{\nu} \left[ - \frac{\nu + 5}{\nu} \right] \left(1 + \frac{x^2}{\nu}\right)^{-(\nu+7)/2} \left[1 - \frac{x^2 \nu + 2}{\nu} \right] + \frac{1}{(1 + \frac{x^2}{\nu})^{(\nu+5)/2}} \left(-2x\nu + 2\nu\right) \left(\frac{1}{\sigma^3}\right) \]
\[= c \frac{\nu + 1}{\nu^2} \left(1 + \frac{x^2}{\nu}\right)^{-(\nu+7)/2} x \left[\nu + 5 - \frac{x^2(2\nu + \nu)}{\nu} + 2(2 + \nu) + \frac{x^2}{\nu} 2(2 + \nu)\right] \left(\frac{1}{\sigma^3}\right) \]
\[= c \frac{\nu + 1}{\nu^2} \left(1 + \frac{x^2}{\nu}\right)^{-(\nu+7)/2} x \left[\nu + 2\nu(3 + \nu)\right] \left(\frac{1}{\sigma^3}\right) \]
\[= c \frac{\nu + 1}{\nu^2} \left(1 + \frac{x^2}{\nu}\right)^{-(\nu+7)/2} x \left[- \frac{(2 + \nu)(3 + \nu)}{\nu} x^2 + 3(3 + \nu)\right] \left(\frac{1}{\sigma^3}\right).\]

The second derivative evaluations at the third derivative roots \( f = y (x = 0) \) and \( f = y \pm \sigma \sqrt{\frac{3\nu}{2\nu+7}} (x^2 = \frac{3\nu}{2\nu+7}) \) are
\[-\frac{\nu + 1}{\sigma} \nu \text{ and } 2 \frac{\nu + 1}{\sigma} \nu (\nu + 5)^{(\nu+5)/2},\]
respectively. Also, the denominator of the second derivative is a polynomial of degree at least 5 whereas the numerator is a polynomial of degree 2 implying that as \( f \) approaches \( \pm \infty \), the second derivative approaches 0. Hence, the second derivative is bounded over its domain.

4 Complete Experimental Details

Training: For regression, the algorithms are implemented in PyTorch. DLM is implemented as described in the main paper. Where simplified objectives are available, specifically regression ELBO for SVGP and regression objective for FITC, we implement the collapsed forms. For classification and count prediction, we extend the implementation from GPyTorch (Gardner et al., 2018). Isotropic RBF kernels are used unless otherwise specified. (We also repeated all experiments with Matern kernels and there is no big difference.) We use a zero mean function for experiments in regression and count prediction and a constant mean function for binary prediction (because some of the datasets require this to obtain reasonable performance with GP).

All algorithms are trained with the Adam optimizer where we use a learning rate of \( 10^{-1} \) for batch data training and \( 10^{-3} \) for stochastic training. The same stopping criteria consisting of either convergence or max iterations is used in all cases. Almost all runs across algorithms and datasets resulted in convergence. Convergence is defined when the difference between the minimum and maximum of the loss in the last \( I \) iterations does not exceed \( 10^{-4} \), for \( I = 50 \) iterations in regression, and \( I = 20 \) iterations in classification and count prediction. For square loss DLM the optimization for \( m \) has a closed form, i.e., it is optimized in one step. If the log loss does not converge, we stop when the number of iterations exceeds 5000 for regression, and 3000 for classification and count regression. Evaluations are performed on held-out test data and 5 repetitions are used to generate error bars.

Datasets: Table 1 shows the datasets used and their characteristics. In the table, “dim” refers to the number of features and \( M \) is the number of inducing points used in our experiments. Notice that in some datasets, categorical features are converted to dummy coding, i.e., we use \( L - 1 \) binary features to represent a feature with \( L \) categories. One category is assigned the all zero code while the other \( L - 1 \) categories are assigned to the unit vector with the corresponding entry set to 1.
Table 1: Details of datasets

<table>
<thead>
<tr>
<th>dataset</th>
<th>type</th>
<th>size</th>
<th>dim</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>pol¹</td>
<td>regression</td>
<td>15000</td>
<td>26</td>
<td>100</td>
</tr>
<tr>
<td>cadata²</td>
<td>regression</td>
<td>20640</td>
<td>8</td>
<td>206</td>
</tr>
<tr>
<td>sarcos³</td>
<td>regression</td>
<td>48933</td>
<td>21</td>
<td>100</td>
</tr>
<tr>
<td>song⁴</td>
<td>regression</td>
<td>515345</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>banana⁵</td>
<td>classification</td>
<td>5300</td>
<td>2</td>
<td>53</td>
</tr>
<tr>
<td>thyroid⁴</td>
<td>classification</td>
<td>3772</td>
<td>6</td>
<td>37</td>
</tr>
<tr>
<td>twonorm⁶</td>
<td>classification</td>
<td>7400</td>
<td>20</td>
<td>74</td>
</tr>
<tr>
<td>ringnorm⁷</td>
<td>classification</td>
<td>7400</td>
<td>20</td>
<td>74</td>
</tr>
<tr>
<td>airline⁸</td>
<td>classification</td>
<td>2055733</td>
<td>8</td>
<td>200</td>
</tr>
<tr>
<td>abalone³</td>
<td>count</td>
<td>4177</td>
<td>9</td>
<td>41</td>
</tr>
<tr>
<td>Peds1_dir0⁹</td>
<td>count</td>
<td>4000</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>Peds1_dir1⁹</td>
<td>count</td>
<td>4000</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>Peds1_dir2⁹</td>
<td>count</td>
<td>4000</td>
<td>30</td>
<td>40</td>
</tr>
</tbody>
</table>

Evaluation: Each regression dataset is split into portions with relative sizes 67/8/25 for training, validation and testing. For classification and count regression, we select a number of training sizes (up to 2000) and pick 10% of all data to be the validation set. From the remaining examples we randomly choose up to 1000 samples for testing (to reduce test time for the experiments). For the larger song dataset (≈ 0.5M samples in total), we randomly choose a subset of 10000 examples for test data in order to reduce the test time in experiments. To reduce run time for DLM on large datasets we use mini-batch training with batches of 6000 samples.

For the ≈ 2M-size airline dataset of Hensman et al. (2015), we split a 100000 test set from the full dataset, and trained on the remaining data for 20 epochs with Adam and learning rate $10^{-3}$. The number of inducing points was set to 200 and the mini-batch size was 1000. Here, we used the RBF-ARD kernel. For fixed-DLM the train/evaluation protocol is as follows: SVGP was trained with all hyperparameters and variational parameters being learned; then, DLM was initialized with the learned SVGP hyperparameters which were then fixed; the DLM variational parameters were learned from scratch.

In all cases, mean negative log likelihood (NLL) $-\log E_q(f)p(y|f)$ is calculated on the test set. NLL is computed exactly for regression and classification. For count regression it is calculated using quadrature. Additionally, we compute test set mean squared error (MSE) in regression, mean error in classification, and mean relative error (MRE) in count regression; the latter is defined as $\frac{|\hat{y} - y|}{\max(1,y)}$, $\hat{y} = E_q(y|f) = E_q(f)q(y|f)[y]$. $\hat{y}$ can be calculated analytically as $E_q(\exp{y}) = e^f$ and $E_q(e^f)$ is the MGF of the normal distribution.

All datasets are normalized with respect to training data and the same normalization is performed on validation and test data.

Results: Here, we include the complete experimental results stated in the main paper.

Log-loss and sq-loss in sGP Regression and $\beta$ values: Figure 1 shows results for log loss in regression. In 3 of the datasets joint-DLM is significantly better than other algorithms and in cadata, where hyperparameter selection is sensitive, fixed-DLM is significantly better than other algorithms. Figure 1 also shows values selected for $\beta$ on small and large train sizes for the cadata dataset. As discussed in the main paper this illustrates that values of $\beta$ larger than 1 are needed in some cases.

Figure 2 shows results for square loss on the same datasets. Note that in addition to the previous algorithms here

---

¹ [https://github.com/trungngv/fgp/tree/master/data/pol](https://github.com/trungngv/fgp/tree/master/data/pol)
² [https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/regression/cadata](https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/regression/cadata)
³ [Rasmussen and Williams 2006](http://www.gaussianprocess.org/gpml/)
⁶ [https://www.cs.toronto.edu/~delve/data/twonorm/desc.html](https://www.cs.toronto.edu/~delve/data/twonorm/desc.html)
⁷ [https://www.cs.toronto.edu/~delve/data/ringnorm/desc.html](https://www.cs.toronto.edu/~delve/data/ringnorm/desc.html)
⁸ [Hensman et al. 2015](http://visal.cs.cityu.edu.hk/downloads/)
⁹ [https://archive.ics.uci.edu/ml/datasets/Peds1+dir0](https://archive.ics.uci.edu/ml/datasets/Peds1+dir0)
¹⁰ [https://archive.ics.uci.edu/ml/datasets/Peds1+dir1](https://archive.ics.uci.edu/ml/datasets/Peds1+dir1)
¹¹ [https://archive.ics.uci.edu/ml/datasets/Peds1+dir2](https://archive.ics.uci.edu/ml/datasets/Peds1+dir2)
Figure 1: sGP Regression: Left and middle columns show a comparison of SVGP, FITC and DLM on mean test NLL in 4 datasets. The right column shows NLL as a function of $\beta$ for cadata for a small training size and a large training size. In all plots, lower values imply better performance.

we show results for DLM that optimizes for square loss. The same pattern is repeated here where joint-sq-DLM dominates in 3 of the datasets and fixed-sq-DLM dominates in cadata. Note that sq-DLM algorithms improve over log-DLM algorithms for square loss.

**Log-loss DLM in non-conjugate sGP:** Figure 3 shows log loss in classification, and Figure 4 shows the corresponding classification error in the same experiments. In this case except for ringnorm the differences are small and DLM variants are comparable to SVGP variants.

Figure 5 shows log loss in count regression, and Figure 6 shows relative error in the same experiments. For log loss joint-DLM dominates in 3 of the datasets and fixed-DLM is equal or better in the 4th dataset. Figure 6 shows that the better calibrated prediction in terms of log loss is achieved while maintaining competitive MRE.

**Non-conjugate DLM on a large dataset:** Figure 7 shows a comparison between SVGP and the two DLM variants on the airline dataset for three values of $\beta$. As observed in the main paper, for this dataset, both DLM variants perform better than SVGP for all values of $\beta$ tested.

**Evaluation of the sampling algorithms (bias statistics):** Figure 8 shows statistics of the gradients for the mean variables using uPS, bMC and smooth-bMC. The statistics for the gradients are collected immediately after the initialization of the algorithm. We show statistics for conditions similar to (i,ii) in Proposition 2 of the main paper as an estimate of the bias as compared to exact gradients. uPS is well behaved for all 3 measures. We observe that bMC with 1 sample is significantly more noisy. For the other cases the constant for condition (i) is roughly 1 (as would be with the true gradient) and the norm in condition (ii) is closer to the true gradient. The bias for bMC is significantly larger than uPS. smooth-bMC reduces the bias of bMC without negative effect on conditions (i,ii). However, as discussed below this does not lead to improvements in log loss.

**Evaluation of the sampling algorithms (learning comparison):**

Figures 9, 10 and 11 compare learning with exact gradients to learning with bMC and uPC for $\beta = 0.1, 1, 10$ respectively on the airline dataset. We observe that with enough samples both uPS and bMC recover the result of exact gradients, but uPS can do so with less samples. Figure 12 compares learning with exact gradients to learning with bMC and smooth-bMC when $\beta = 0.1$. Smooth-bMC is very close to bMC when the number of samples are the same and thus, they overlap with each other. Hence in this case the potential improvement in bias resulting from smoothing does not lead to performance improvement in terms of log loss.
Figure 2: Square loss in sGP Regression: Comparison of SVGP, FITC, DLM and SQ_DLM in MSE. In all plots, lower values imply better performance.

Figure 13 shows learning curves for count prediction on two datasets, comparing bMC and uPS sampling. Figure 14 compares bMC and smooth-bMC. In these experiments we have found uPS to be more sensitive and have reduced the learning rate for Adam from 0.1 to 0.01. Here there are no significant differences between uPS, bMC and smooth bMC in terms of log loss.

Finally, Figure 15 compares learning with exact gradients to learning with bMC on the 4 regression datasets. For all datasets, bMC-1 is the worst and there is almost no difference between exact and bMC-100.

In summary all the experiments suggest that with enough samples bMC results in competitive performance. uPS makes better use of samples in some cases. However, this comes with a significant cost in terms or run time. Hence bMC appears to be a better choice in practice.
Figure 3: sGP Classification: Comparison of SVGP and DLM in mean NLL. In all plots, lower values imply better performance.
Figure 4: sGP Classification: Comparison of SVGP and DLM in term of mean error. In all plots, lower values imply better performance.
Figure 5: sGP Count Prediction: Comparison of SVGP and DLM with 10 MC samples in terms of mean NLL. In all plots, lower values imply better performance.
Figure 6: sGP Count Prediction: Comparison of SVGP and DLM with 10 MC samples in terms of MRE. In all plots, lower values imply better performance.

Figure 7: Comparison of SVGP and DLM with exact gradients on the binary classification airline dataset. On the left is mean NLL and on the right is mean error. In both plots, lower values imply better performance.
Figure 8: Statistics for calculation of biased gradients for the mean parameter for Count prediction in the Abalone dataset. First row uPS, second row bMC, and third row smooth-bMC($\nu = 10^{-4}$). Left: condition (i). Middle: condition (ii). Right: estimate of bias. Exact gradients estimated from 10000 bMC samples.

Figure 9: Comparison of DLM with exact gradients, bMC gradients and uPS gradients with $\beta = 0.1$ on the binary classification airline dataset. On the left is mean NLL and on the right is mean error. In both plots, lower values imply better performance.
Figure 10: Comparison of DLM with exact gradients, bMC gradients and uPS gradients with $\beta = 1$ on the binary classification airline dataset. On the left is mean NLL and on the right is mean error. In both plots, lower values imply better performance.

Figure 11: Comparison of DLM with exact gradients, bMC gradients and uPS gradients with $\beta = 10$ on the binary classification airline dataset. On the left is mean NLL and on the right is mean error. In both plots, lower values imply better performance.

Figure 12: Learning curve of bMC and smooth-bMC, $\beta = 1$. 
Figure 13: Comparison of uPS and bMC on two datasets for Count Prediction.

Figure 14: Comparison of bMC and smooth-bMC on two datasets for Count Prediction.
Figure 15: Comparison of exact and bMC on four datasets for regression when $\beta = 0.1$. 
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